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INTRODUCTION

Actually, olive oil biotechnology destines to modernize 
usual manufacturing in the years ahead, mostly owing to the 
brilliant evolution in our aptitude to engineering of  cellular 
metabolism of  plants (Atkinson and Mavituna, 1991). 
Then, most accomplishments of  metabolic engineering 
have been employed in several industrial fields involved in 
olive fruit harvest and process. In this view, we highlight 
new tendencies in metabolic engineering and synthetic 
biology that illustrate the synthetic potential of  molecules 
and pathway engineering for new product innovation 
(Purnick and Weiss, 2009). Indeed, the increased employ 
of  bioinformatic devices to mine, arrange and examine 
biological data; and the raising sensibility and complexity of  
investigational devices will make the evolution of  metabolic 
engineering and autocatalytic phenomenon. Inspired by 
these progresses, research teams across the world would 
take up the defy of  secondary metabolite fabrication and 
modification of  olive oil quality with regenerated dynamism, 

thus joining to the assortment of  products synthesized 
during transformation and storage via metabolic engineering 
(Lee et al., 2015; Duthie et al., 2016).

Bioprocess engineering has focused on the optimization 
of  the production of  bioproducts through biological 
transformations and changes. Predominantly, much 
importance has been positioned on evaluating and 
estimating the best process mode variables to enhance the 
production of  the desired content (Ramli et al., 2014). More 
especially, researchers and scientists were obliged to employ 
detectable process variables, such as the feed supply speed 
of  the bioreactor or as example the modification of  oil 
physic-chemical composition in function of  time. Moreover, 
optimization encloses the strict connexion between yield 
and productivity (Claes et al., 1999). Raised values of  
both metrics are required in manufacture and industry; 
however, the two metrics are in competition. Really, the 
appearance and the development of  synthetic biology and 
bioinformatics also have permit biologists to expand the 
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amelioration of  bioprocesses from the visible stage to the 
infinitesimal stage.

METABOLIC ENGINEERING: DEFINITION AND 
ROLE

Metabolic engineering is defined as the engineering of  
biologic systems in the aim to enhance the production 
of  a specific product. Among the raised understanding 
of  metabolic and usual networks, reasonable and logical 
approaches to develop the production of  a desired element 
have been well developed (Ennouri et al., 2013a). The 
final product can either be naturally produced by the 
studied organism, or artificially integrated to the host from 
another organism via genetic engineering. In this last case, 
one or more genes required for the reaction pathway are 
transformed and changed in the host.

In metabolic engineering, biological networks are deeply 
managed to enhance the production of  a desired product. 
The most essential principle concerns varying the metabolic 
pathways in the aim to assure that the resources and 
metabolic mediators are provided at the suitable levels 
to boost product yield. Products naturally generated by 
living cells and comparatively basic products necessitate 
a few manipulations to increase yield (Ennouri et al., 
2013a, 2016). In most cases, removal of  specific pathways 
or over expression of  particular proteins is sufficient 
to attain yield targets. More complex products entail 
amelioration and junction of  more pathways. If  major 
cellular antecedents are consumed or toxic intermediators 
enhance, the consequence can be harmful and dangerous to 
the cells. The multifaceted character of  metabolic networks 
implies that precise management of  biological function is 
indispensable for system-level improvement.

Apart from yield, efficiency has significance on the 
economical possibility of  large-scale manufacture. For 
limited quantities, high-cost ingredients, the emphasis is 
on enhancing the product yield. In contrast, the regulation 
between productivity and yield is crucial and decisive for 
the possibility of  a higher volume, and low cost (bulk) 
production procedure. Productivity becomes a key feature 
in these cases since the profit division is restricted.

Metabolic engineering has advantaged from progress 
and advances in synthetic biology, and enlarged the 
development and evolution of  bioprocesses at the 
experimental stage. Synthetic biology is a device that joins 
theories from engineering and biology, and makes simple 
the re-engineering of  metabolic networks. The purpose of  
synthetic biology consists to increase well-characterized 
biological parts that can be created for an organism, and 
carry-out a unusual task. The raising quantity of  accessible 

parts has enlarged the tool set for control and efficiency of  
metabolic engineering requests and applications.

SYNTHETIC BIOLOGY: ROLE AND IMPORTANCE

Metabolic networks have fundamental and elementary 
mechanisms that strongly organize gene expression. While 
these mechanisms have been known, the development of  
engineered, dynamic controllers or managers has been 
estimated. Synthetic biology, supported by mathematical 
conceptions of  gene expression, has helped the model-
based design of  abundant dynamic artificial plans.

Moreover, progresses in applied science are making 
huge data sets in numerous scientific domains, such as 
combinatorial chemistry, physics and bioinformatics. 
In order to find helpful information in these data sets, 
researchers and engineers are orienting to data mining 
methods. In fact, data mining is an coherent method designed 
to inspect data (known as “big data”) in investigation of  
dependable patterns and/or usual associations between 
variables, and hence to corroborate the conclusions by 
applying the identified samples to novel data subsets. The 
purpose of  data mining is to decide composition inside 
unstructured data, extract importance from fuzzy data, 
establish patterns in apparently random data, and use all 
these informations to better understand predispositions, 
correlations, and ultimately predict result performance 
and challenge trends. Furthermore, the ending purpose 
of  data mining is predict - and extrapolative data mining is 
the most common form of  data mining and one that has 
the most shortest production importance. The technique 
of  data mining comprises of  three actions: (1) the initial 
assessment, (2) model building, and (3) utilization.

In addition, a mathematical model can be described as a 
quantitative design of  a system (Ennouri et al., 2013b; Ben 
Ayed et al., 2017a). A mechanistic model is established on 
natural instructions, and can be used to assist knowledge 
or replicate the activity and performance of  the system 
(Ingalls, 2013). Indeed, model analysis can offer insights 
into the performance of  a system below varying conditions. 
Then, model analysis and simulation can be a useful support 
to experimental design as well (Saltelli et al., 2008; Ennouri 
et al., 2017).

As example in animal breeding, simulation permits to 
recognize, characterise and forecast the associations 
between the animal (cow, sheep, goat) and his environment 
in order to enlarge apparatus that boost the effectiveness 
of  use of  available resources whilst optimizing behaviour, 
adaptive capacity and animal performance, structure 
and energy metabolism. The persistent aim is: the 
description and quantification of  the processes by which 
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animals achieve, metabolize and divide nutrients between 
production and other life tasks. These features are essential 
for predicting the consequences of  varied strategies in the 
organization and genetic selection of  the robustness of  the 
systems and animal. To this end, the engineering organizes 
modelling and phenotyping approaches, as well as learning 
of  most important mechanisms. The phenotyping effort 
allows symbolizing difference between individuals in their 
aptitude to manage with environmental perturbations. The 
modelling effort expands the structure for forecast of  
animal performance across environments and physiological 
steps. Simultaneously, modelling and phenotyping supply 
synergistically to the growth of  decision support devices 
mainly in the field of  life sciences.

Genetic simulation studies play an increasingly influential 
function in assisting scientists to understanding evolutionary 
and hereditary results of  complex processes whose relations 
cannot be designed or forecasted by analytical approaches. 
Using simulation in genetics is now in the scene and has 
gained high popularity. In human genetics, simulation 
modeling was widely used to discover genetic factors 
underlying complex diseases, which are caused by multiple 
genetic parameters (Yang et al., 2003, Miller et al., 2009). In 
fact, several researcher teams identified and characterized 
SNP markers by using Genome-wide association studies 
(GWAS) methodology to more understand the genomic 
variation affecting dangerous human illnesses like diabetes 
(Type  2) and also breast cancerous tumors (Peng and 
Kimmel,  2007). Genetic design is besides employed to 
assess the accuracy of  biostatistical methods, particularly, 
analyzing molecular marker data to select for example tag 
single-nucleotide polymorphisms (SNPs) and to design 
haplotype blocks in order to recognize disease-combined 
SNP interactions (Miller et al., 2009).

In an agricultural field, plant modeling can simulate crop 
growth, productivity, and agronomic properties and 
provide clear answers to farmers in selecting suitable 
genotypes by taking into account the effect of  climatic 
variation scenarios, edaphic conditions and planting 
method. Indeed, Crop simulation models coupled with 
plant physiology, environmental parameters, and molecular 
genetics have been applied in diverse ways to support 
plant propagation, specifically in modeling ideotypes, as 
example ‘model plants’, for diverse crops and vegetal 
production environments (Slafer, 2003). In fact, Shi 
et al. (2013) simulated a process-based model to predict 
high temperature-induced sterility interaction and help 
to understand the flowering characteristics of  rice crop 
under temperature fluctuation. In addition, Krishnan et al. 
(2007) have developed crop growth-based models to better 
understand the complex interactions among different 
environmental variables that influence growth and yield of  

crop. Moreover and more recently, Ben Ayed et al. (2017a), 
identified two SNP markers closely associated with fatty acid 
composition in Tunisian olive oil and designed haplotype 
blocks, eventually responsible to fatty acid-associated SNP 
interactions by using statistical genetic simulation. Besides, 
computer simulation modeling has been used to study the 
relationships between plant varieties. In fact, Ben Ayed et al, 
(2012, 2016, 2017b) combined genetic simulation approach 
and molecular marker data to provide a more precise 
description of  olive genetic structure and to simulate 
the correlation between productivity and morphological, 
biological and physicochemical parameters of  main table 
olive varieties exploited throughout the globe in order to 
select the suitable table olive genotype.

Highly sophisticated and scalable Data Mining devices 
for such applications represent one of  the most 
dynamic research frontiers in Data Mining. Actually, an 
unprecedented overflow of  data forces biologists to modify 
their approach to scientific breakthrough. In fact, large 
scale data-collection methods have appeared for a number 
of  data sources restricted by output, of  the quantity of  
obtainable data. Examples of  the data comprise: systematic 
DNA genome sequencing of  organisms; improved output 
determination of  small molecule configurations, as well as 
huge macromolecular constructions (such as DNA, RNA, 
and proteins); big scale measures of  molecular connections; 
and simultaneous measure expression stage of  all genes 
(hundreds to tens of  hundreds) in a group of  cells.

Indeed, the availability of  this data obliges the biologists 
to invent system for storing, organizing, and broadcasting 
it, thus causing a need for criterion terminologies and 
evolution of  standards of  switch and notes. Moreover, 
because of  the obvious occasions for automated learning 
from the data sets, a field for robust machine learning has 
appeared to take benefit of  previous cognition without 
being overly slanted in the seek for novel knowledge.

Data mining methods are mostly used in several life 
science sectors and they progressively are playing an 
essential role in environment and agriculture-related 
areas. Consequently, it is imperative to supply researchers 
in agriculture and environmental-related areas with the 
most sophisticated knowledge innovation methods. Data 
mining is the procedure of  obtaining main and practical 
information from huge sets of  data. This information can 
be transformed into helpful knowledge that could facilitate 
to better recognize the difficulty in study and to better 
forecast future developments.

Simulation of  computational and mathematical models 
of  natural networks is an important device for biologists 
aiming to know the dynamic comportment and behaviour 
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of  complex systems (Ben Ayed et al., 2017b). In the cases 
of  Systems and Synthetic Biology, repetitive cycles of  
model-driven postulation generation, contested or validated 
by lab experimentation, lead to advanced quantitative and 
extrapolative models. In silico testing with these models 
is cheaper, quicker, and more repetitive than its physical 
complement.

BIOINFORMATICS: APPLICATION IN LIFE 
SCIENCES AND AGRICULTURE

Bioinformatics is a multidisciplinary discipline appearing 
from connections of  computer, biology, statistics 
and calculations to study genome organization and 
compositions, biological sequence data, forecast the 
configuration and role of  macromolecules that employ in 
clarifying and decrypting the genome of  plants (Edwards 
et al., 2009). The enormous quantities of  data produced in 
life sciences obtained from the evolution and expansion of  
bioinformatic sciences. Omics, computational devices and 
bioinformatics are extremely fundamental to comprehend 
genomics and the molecular systems that trigger numerous 
vegetal functions (Xue et al., 2007). A range of  novel omic 
levels such as genome; epigenome analysis and metabalome 
have appeared via scientific progresses. Such incorporation 
of  information allows and assists the recognition of  gene 
expression which aids to understand the affiliation among 
both genotype and phenotype, hence accepting from 
genome to phenome system-extensive analysis (Iquebal 
et al., 2015). Use of  different biostatistical devices and 
databases permit analysis, visualization, annotation and 
recovery of  results to helps improved discernment in living 
system investigation.

In other hand, numerous analytical methods can be used 
in the aim to ameliorate result interpretation. Among 
these techniques, we can cite correspondence Analysis 
(CA), this method is known as a multivariate graphical 
procedure designed to investigate associations among 
categorical variables. In fact, Semmar et al. (2016) proved 
chemical discrimination involving Chetoui and Oueslati 
by employing correspondence analysis (CA) method on 
Fatty Acids. In addition, Correspondence analysis is known 
as an exploratory and descriptive method proposed to 
establish simple two-way and multi-way tables comprising 
some value of  correspondence between the columns and 
rows. The results give information which is analogous in 
nature to those produced by Factor Analysis methods, and 
they permit to investigate the configuration of  categorical 
variables integrated in the table.  Besides, Ben Hlima 
et  al. (2017) studied variances between Tunisian olive 
oils belonging to diverse environmental positions and 
searched trait parameters as well as fatty acids percentage 

and phenolic acid concentrations of  diverse virgin olive oil 
experiments via Principal Component Analysis (PCA) and 
HCA methods. Principal Component Analysis is practical 
for reducing and understanding huge multivariate data 
sets with original linear constructions, and for observing 
in the past unsuspected associations (Begum et al., 2013; 
Bo et al., 2017). The Hierarchical Cluster Analysis (HCA) 
procedure attempts to recognize moderately harmonized 
classes of  cases (or variables) based on particular features, 
via an algorithm that begins with each case (or variable) 
in a separate group and joins clusters until only one is 
missing (Sofalian et al., 2012; Giuffrè, 2017). As example, 
Hierarchical Cluster Analysis was employed on phenol, 
sterol and triacylglycerol compositions to statistically 
underline the central function of  these metabolites in 
particular segregation of  studied olive cultivars (Manai 
Jebali et al., 2012).

In addition, we note also the existence of  a useful method 
called discriminant analysis and known as a classification 
problem, where two or more groups or populations are 
known a priori and one or more new comments are classified 
into one of  the identified populations based on the 
calculated characteristics (McGarigal et al., 2000; Aziz and 
Al-Hur, 2013). As example, Petrakis et al. (2008) employed 
discriminant analysis for experiment identification of  
diverse greek extra virgin olive oils (EVOO).

In another study, Partial least squares (PLS) was shared 
with linear regression (PLSR) to forecast fractions of  extra 
virgin olive oils (EVOO) and Palm oil in some vegetable oil 
combinations composed by sunflower, corn and soybean 
oils correspondingly (Jiang et al., 2015). Partial least squares 
(PLS) is defined as a technique for building extrapolative 
models when there are many extremely collinear features. 
On other hand, multiple linear regression is known to be a 
statistical way used to analyse possible connection among 
one answer variable (defined as a dependent variable) with 
two or more variables (defined as independent variables). 
If  the association between the dependent and other 
independent variables could be established by multiple 
linear regression, an enhanced manage approach could 
be wanted.

Additionally, Support Vector Machines (SVM) are based 
on the notion of  decision planes that describe assessment 
limits. A decision plane is one that divides between a set 
of  objects having diverse category memberships. SVMs 
were used to Italian olive oils described by mid- and near-
infrared spectrum in the aim to differentiate among diverse 
localities (Devos et al., 2014).

Also, a method called K-nearest neighbour (KNN) can be 
carried-out for both categorization and regression analytical 
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problems. Nevertheless, it is more commonly used in 
categorization problems in the manufacturing. KNN 
algorithm fairs across all factors of  concern. It is usually 
used for its simple of  explanation and low computation 
period. Bajoub et al. (2017) employed K-nearest neighbour 
technique to forecast several olive accessions cultured in 
North African region (Morocco).

As well, Artificial Neural networks are appropriate in 
virtually every state in which a connection between the 
forecaster variables (inputs) and forecasted variables 
(outputs) subsists, even when that connection is very 
difficult and not simple to articulate in the typical terms 
of  “correlations” or “differences between groups.” Copied 
from biological neural network structures, artificial neural 
networks are defined as assemblages of  basic processing 
elements named artificial neurons attached together to 
constitute a directed graph (Haykin, 2009). Nodes of  the 
diagram symbolize biological neurons and associations 
between them symbolize synapses. In opposition with 
biological neural networks, relations between artificial 
neurons are not generally included or eliminated after the 
system was constructed. As an alternative, associations 
are tested and the weights are adjusted by use of  learning 
algorithm. Input signal circulates into the network in 
the way of  connections until it attains output of  the 
arrangement. In supervised learning, algorithm adjusts 
the weights in the aim to reduce the variation between 
the network output and wished output given by the user 
(Ennouri et al., 2017; Winiczenko et al., 2018).

Zupan et al. (1994) applied ANNs effectively for 
categorization of  more than 500 Italian olive oils from fatty 
acid profiles (input variables). Besides, Funes et al. (2017) 
employed artificial neural models to forecast the types of  
the extra virgin olive oil designed as a quality purpose.

Ordukaya and Karlik (2017) have presented numerous 
approaches for categorization of  olive oils for quality 
manages via different machine learning algorithm. Naïve 
Bayesian, K-NN, LDA, Decision Tree, ANN, and SVM 
were carried out to evaluate their precision results. Beiki 
et al. (2012) used Support Vector Machines and Naïve Bayes 
in order to forecast the correct category of  olive cultivars 
having elevated precision. Then, they concluded that their 
obtained findings revealed that data mining methods can 
be successfully employed to differentiate among plant 
cultivars and suggested machine learning used by systems 
in their work can forecast new olive cultivars through the 
greatest achievable precision.

Bioinformatic science is considered as the combination 
of  natural science and computational sciences, in the aim 
to discover explanation to recent biological interrogations 

(Emmerich and Wolf, 2004). Nevertheless, there is 
irresistible bioinformatics reasoning, with various file 
structures, interfaces, advances and proposals that in 
training bound otherwise still block the employ of  similar 
devices via beginners generally and genome scientists 
particularly. Consequently, diverse algorithms, devices 
and databases have been expanded via unsuited programs 
and materiel resources, employed in favour of  analogous 
goals although in a someway disorganized approximation, 
creating a need of  principles which encumbers the 
evolution of  skills and knowledge. Its central objective is 
to locate and identify Single Nucleotide Polymorphisms 
(SNP) among a genomic dataset corresponding to diverse 
cultivars, varieties, strains or breeds. For illustration, we 
have employed comparable device for quality check and to 
recognize untrustworthy olive oil (Hernandez et al., 2001).

CONCLUSION

Synthetic biology entails discernment between the basic 
biochemical fundamentals of  biological systems. Firstly, 
a biological view must be arranged of  the target system, 
to be decrypted into a defined design explanation that 
holds to a particular design appropriate for simulation. 
Scientists in the areas of  artificial biology and systems 
employ computational methods and techniques to 
compute, interpret and comprehend complicated organic 
compositions, such as example the olive oil composition. 
Simulation is a main device for computational theory 
testing that is typically performed by estimating ordinary 
differential equation models. The discipline of  artificial 
biology aims to generate massive biological systems from 
recognized parameters.
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